




INTERVENTIONS FOR AWARENESS

▪ Three audiences:
▪ Public school teachers 

(in collaboration with the Cyprus Pedagogical 
Institute)
▪ Three-hour seminar and evaluation

▪ Developers
(in collaboration with UCY - CS)
▪ 10-hour seminar and evaluation

▪ General public
▪ Tool-based intervention



DEVELOPER SEMINAR OBJECTIVES

In this 10-hour seminar participants will:

▪ Become aware of FATE issues in the development of 
(algorithmic) process/systems

▪ Learn core FATE concepts related to software 
development

▪ Develop appreciation for the role that developers play in 
mitigating algorithmic bias and in promoting ethical 
practices

▪ Experiment for techniques for auditing services / modules 
used in development
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October 2020

Overview - Day 1

Pre-seminar Questionnaire 14.10 - 14.40

Introduction to FATE 14.40 - 15.45

Break 15.45 - 16.00

FATE as a scientific field 16.00 - 17.00

Exercise in breakout rooms 17.00 - 17.30

Discussion and final thoughts 17.30 - 18.00
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Overview - Day 2

Overview and questions 14.00 - 14.10

COMPAS case study discussion 14.10 - 14.40

FATE Problems 14.40 - 15.10

Break 15.10 - 15.25

FATE Solutions 15.25 - 16.25

Exercise in breakout rooms 16.25 - 17.00

Post-seminar questionnaire 17.00 - 17.30

Discussion and final thoughts 17.30 - 18.00



PRE-SEMINAR 
QUESTIONNAIRE
https://forms.gle/KiuNQACwZRMNh8H36



INTRODUCTION TO FATE
Fairness, Accountability, Transparency and Ethics



AI and Industrial Development

Three priorities:
• Manufacturing - 

IoTs
• Mobility
• Smart Health
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https://www.forbes.com/sites/parmyols
on/2019/03/04/nearly-half-of-all-ai-start
ups-are-cashing-in-on-hype/
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Vision API





https://www.bbc.com/news/technology-33347866


https://www.bbc.com/news/technology-52978191
https://www.bbc.com/news/technology-52978191


https://www.salesforce.com/blog/chatbot-statistics/

https://dev.botframework.com/





https://www.nytimes.com/2019/11/10/busi
ness/Apple-credit-card-investigation.html



https://www.vox.com/future-perfect/2020/8
/22/21374872/uk-united-kingdom-formula-
predict-student-test-scores-exams



BIAS IN INFORMATION ACCESS?



BIAS IN INFORMATION ACCESS?



ALL SYSTEMS HAVE A SLANT

Bias in information system is not a new problem!

1. Results are slanted in unfair discrimination against particular 
persons or groups

2. That discrimination is systematic
     [Friedman & Nissenbaum, 1996]



RESPONSE: GOVERNMENT / REGULATORS

EU: General Data Protection Regulation
▪ Is there a “right to an explanation”?

▪ The right not to be subject to automated 
decision-making and safeguards enacted thereof 
(Article 22, Recital 71)

▪ Notification duties of data controllers 
(Articles 13-14, Recitals 60-62)

▪ The right to access (Article 15, Recital 63)



EU: GDPR



EU: GDPR

 Just a few challenges…

▪ Vague language
▪ “meaningful information/explanation”
▪ “logic involved”
▪ “significance”
▪ “envisaged consequences”

▪ What kinds of “meaningful explanations”?
▪ Global vs. local explanations
▪ Explanation for whom?
▪ Issues of algorithmic and digital literacy 



EC: TRUSTWORTHY AI



NATIONAL AI STRATEGIES



NATIONAL LEVEL



RESPONSE: INDUSTRY & PROFESSIONS



IEEE 7003



INDUSTRY PARTNERSHIPS





BREAK (15 MINUTES)



FATE AS A SCIENTIFIC 
FIELD



BACKGROUND: FATE RESEARCH

▪ Some illustrative examples

▪ Uber
Dynamic pricing algorithms

▪ Fiverr & TaskRabbit freelance marketplaces
Recommendation systems

▪ Search engines
Information access (ranking, personalization)

▪ Image tagging APIs
Computer vision



UBER



Rosenblat, A., & Stark, L. (2016). Algorithmic labor and information asymmetries: A case study of 
Uber’s drivers. International Journal of Communication, 10, 27.

▪ “Uber’s claims regarding its labor model, which center on 
freedom, flexibility, and entrepreneurship, are complicated and 
contradicted by the experience of its drivers.” 

▪ “Power and information asymmetries emerge via Uber’s 
software-based platform through algorithmic labor logistics 
shaping driver behavior, electronic surveillance, and policies 
for performance targets. “

▪ “Through the Uber app’s design and deployment, the 
company produces the equivalent effects of what most 
reasonable observers would define as a managed labor force.” 



FIVERR



TASK RABBIT



Hannák, A., Wagner, C., Garcia, D., Mislove, A., Strohmaier, M., & Wilson, C. (2017, February). Bias in 
online freelance marketplaces: Evidence from taskrabbit and fiverr. In Proceedings of the 2017 ACM 
conference on computer supported cooperative work and social computing (pp. 1914-1933).

Audit of worker rankings & reviews
▪ “Workers perceived to be women, especially White 

women, receive 10% fewer reviews than workers 
perceived to be men with equivalent work 
experience.”

▪ “Workers perceived to be Black, especially men, 
receive significantly lower feedback scores (i.e., 
ratings) than other workers with similar attributes.”



SEARCH ENGINE BIAS(?)



SEARCH ENGINE BIAS(?)



Mowshowitz, A., & Kawaguchi, A. (2005). Measuring search engine bias. Information Processing & 
Management, 41(5), 1193-1205.

▪ Methodology for quantifying “bias” in search engine 
results, as a relative measure

▪ “The bias measure is designed to capture the degree to 
which the distribution of URLs, retrieved by a search 
engine in response to a query deviates from an idea of 
fair distribution for that query.”

▪ Experiments with 16 (!) search engines
▪ Main conclusion: lots of variance between engines, and 

by subject / topic



IMAGE TAGGING ALGORITHMS





Are taggers “fair” towards the 
people in the images?

Group fairness: people from different protected 
classes (such as race and gender) should not 
experience significantly different treatment as 
compared to the majority or the population as a 
whole (Feldman et al. 2015)



AUDITING THE BLACK BOXES
Kyriakou, K., Barlas, P., Kleanthous, S., & Otterbacher, J. (2019, July). Fairness in proprietary image 
tagging algorithms: A cross-platform audit on people images. In Proceedings of the International AAAI 
Conference on Web and Social Media (Vol. 13, pp. 313-322).

Two approaches:
•within-platform audits: to discover how outputs may 
differ for certain categories of inputs in one system
(e.g., Sweeney 2013)
•cross-platform audits: to discover how all outputs of 
one system may differ from outputs of other systems, for 
the same input
(e.g., Eslami et al. 2017)



ARE TAGGERS FAIR?
THE SHORT ANSWER: NO

▪ “Some [taggers] offer more interpretation on 
images, they may exhibit less fairness toward 
the depicted persons, by misuse of 
gender-related tags and/or making judgments 
on physical appearance.”

▪ Asian females → more “attractiveness” tags
▪ Black males → less interpretive tags



USER PERCEPTION OF FAIRNESS
Barlas, P., Kleanthous, S., Kyriakou, K., & Otterbacher, J. (2019, June). What Makes an Image Tagger 
Fair?. In Proceedings of the 27th ACM Conference on User Modeling, Adaptation and Personalization 
(pp. 95-103).

"Today, many automated tools are used to generate descriptions of 
images on the Web. However, some tools exhibit biases when 
processing images of people. Given an image and two descriptions of 
its content, decide which one is more fair."

"Imagine that auto-tagging is used to facilitate searching 
profiles of people at a dating site. Which of the above 
descriptions is more fair? Enter 0 if you cannot tell."

"Please explain your answer regarding fairness."
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Experimental Set-up

Image Gender Race “Attractiveness” Participants (W/M)

BF-231 Woman Black Average 20/20

BF-233 Woman Black Attractive 20/20

WF-036 Woman White Average 20/20

WF-233 Woman White Attractive 20/20

BM-009 Man Black Average 20/20

BM-234 Man Black Attractive 20/20

WM-022 Man White Average 20/20

WM-004 Man White Attractive 20/20
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Which is more “fair”: 
human or algorithm?
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Explaining fairness



BACKGROUND: FATE COMMUNITY

▪ ACM Statement on Algorithmic Transparency and Accountability 
(detailed next) & 
Principles for Algorithmic Transparency and Accountability (7)
▪ https://www.acm.org/binaries/content/assets/public-policy/2

017_usacm_statement_algorithms.pdf
▪ Industry

▪ FATE groups, e.g., Microsoft 
https://www.microsoft.com/en-us/research/theme/fate/

▪  Academia
▪ FAccT (formerly FAT) series of conferences

https://facctconference.org/

https://www.acm.org/binaries/content/assets/public-policy/2017_usacm_statement_algorithms.pdf
https://www.acm.org/binaries/content/assets/public-policy/2017_usacm_statement_algorithms.pdf
https://www.microsoft.com/en-us/research/theme/fate/
https://facctconference.org/


ACM PRINCIPLES
1. AWARENESS

Owners, designers, builders, users and other 
stakeholders of analytic systems should be 
aware of the possible biases involved in their 
design, implementation, and use and the 
potential harm that biases can cause to 
individuals and society. 



ACM PRINCIPLES
2. ACCESS AND REDRESS

Regulators should encourage the adoption of 
mechanisms that enable questioning and 
redress for individuals and groups that are 
adversely affected by algorithmically informed 
decisions. 



ACM PRINCIPLES
3. ACCOUNTABILITY

Institutions should be held responsible for 
decisions made by the algorithms that they use, 
even if it is not feasible to explain in detail how 
the algorithms produce their results. 



ACM PRINCIPLES
4. EXPLANATION

Systems and institutions that use algorithmic 
decision-making are encouraged to produce 
explanations regarding both the procedures 
followed by the algorithm and the specific 
decisions that are made. This is particularly 
important in public policy contexts. 



ACM PRINCIPLES
5. DATA PROVENANCE

A description of the way in which training data was 
collected should be maintained by the builders of the 
algorithms, accompanied by an exploration of the potential 
biases induced by the human or algorithmic data-gathering 
process. Public scrutiny of the data provides maximum 
opportunity for corrections. However, concerns over 
privacy, protecting trade secrets, or revelation of analytics 
that might allow malicious actors to game the system can 
justify restricting access to qualified and authorized 
individuals. 



ACM PRINCIPLES
6. AUDITABILITY

Models, algorithms, data  and decisions should be recorded 
so that they can be audited in cases where harm is 
suspected.  



ACM PRINCIPLES
7. VALIDATION AND TESTING

Institutions should use rigorous methods to validate their 
models and document those methods and results. In 
particular, they should routinely perform tests to assess 
and determine whether the model generates 
discriminatory harm. Institutions are encouraged to make 
the results of such tests public. 



CHALLENGES

▪ What exactly does transparency mean?
▪ And fairness? Fair for whom?

▪ 21 fairness definitions
https://www.youtube.com/watch?v=jIXIuYdnyyk

▪ Bias - what is the baseline?
▪ specific aspects of bias in ICT systems (e.g., based 

on age, gender, race, popularity, etc.)
▪ Diversity

▪ different approaches and representations

https://www.youtube.com/watch?v=jIXIuYdnyyk


TECHNICAL

ECONOMIC

ALGORITHMIC 
ILLITERACY

LACK OF TRANSPARENCY



GROUP EXERCISES



AWARENESS

Stakeholders of analytic systems should be aware of the possible biases 
involved in their design, implementation and use and the potential harm 
that biases can cause to individuals and society.

Discover biases in search engine results and auto-complete 
suggestions. Design an experiment in which you test a number of 
queries, varying different parameters and examining the changes in 
the results. Parameters to try:

▪ Query language (e.g., Greek vs. English)
▪ Search engine used 

(e.g., Google vs. Bing vs. DuckDuckGo)
▪ Same search engine when you are identified or incognito
▪ Same search engine across users / members of the group 



AWARENESS (2)

Variation:
You might also investigate the potential biases in the 
advertisements presented to users of search engines. 
▪ Between members of the group 

(same query, same language)
▪ Varying the language of the query
▪ etc.



ACCESS AND REDRESS

Regulators should encourage the adoption of mechanisms that enable 
questioning and redress for individuals and groups that are adversely 
affected by algorithmically informed decisions.
Explore the access and redress mechanisms for Facebook, Twitter, 
Instagram, and other social media. 

Things to consider:

▪  Which mechanisms do they have in common and which are different?
▪ Can diverse sets of users (e.g., by age, region, level of digital literacy) 

exploit these mechanisms? Which challenges do you observe?
▪ Are their other measures and mechanisms that you would recommend?



EXPLANATION

Systems and institutions that use algorithmic decision-making are 
encouraged to produce explanations regarding both the procedures 
followed by the algorithms and the specific decision that are made.

Try to understand MovieLens (https://movielens.org) explanations 
on the movie recommendations. Sign in, define a profile, rate a few 
movies and check your suggested recommendations. Explain why 
they were suggested by MovieLens and elaborate on the 
reasons/facts as you understand them. Provide suggestions on 
improving their algorithm, and what else can be taken into 
consideration while creating explanations. 

https://movielens.org


EXPLANATION (2)

Variation:
You might also investigate explanations in other 
recommender systems that you use (e.g., Amazon, 
Netflix, etc.) 
It is also interesting to compare explanations of the 
recommendations you receive over time, as your user 
profile evolves over time.



DISCUSSION & 
FINAL THOUGHTS





• www.cycat.io
• facebook.com/CyCAT.EU
• twitter.com/CyCAT_EU
• linkedin.com/in/CyCAT

This research is partially funded by the European Union's Horizon 
2020 research and innovation program under grant agreements 
No. 739578 (RISE), 810105 (CyCAT) and the Government of the 

Republic of Cyprus (RISE).









USER STUDY – INVITATION!

http://ec2-34-255-198-84.eu-west-1.compute.amazonaws.com/opentag

