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Web search engines

How often have 
you used a 

search engine 
today? And which search 

engine did you 
use?
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Some search engine stats

• Nearly 93% of all 
web traffic comes 
through search 
engines

• Google processes 
2 trillion searches 
per year

Worldwide Desktop market share of leading search engines (2010-2020)

https://www.statista.com/statistics/216573/worldwide-market-share-of-search-engines/
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In Search we trust

• “Search has assumed a position of central importance in the 
way that people access and use online information and 
services every day”

• “By shaping both what people know and how people know it, 
search engines and their organisations are able to wield an 
immense amount of social power”

Noel Carroll. In Search we Trust: Exploring How Search Engines are Shaping Society. Int. Journal of 
Knowledge Society Research, 5(1):12-27, 2014. DOI: 10.4018/ijksr.2014010102

6



Aims and Objectives

• The aim of this seminar is to introduce the notion of 
information bias in search engines. 

• In particular, we focus on cultural biases.
• By the end of this lecture you should be able to

– identify different types of cultural information biases in search 
engines

– reflect on how a search engine could make users aware of biased 
search results
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Outline

• Background
• Search engine basics
• Examples of cultural bias

– Political bias
– Gender bias

• Group activity

8



The entire search process

User

System

Peters, C., Braschler, M. and Clough, P. (2012) Multilingual Information Retrieval: From Research to 
Practice, Springer: Heidelberg, Germany, ISBN 978-3-642-23007-3, 217 pages.

9



IR process

Query

Indexing

Ranking Search results

Information need 

IR System

Web

Image by Peggy und Marco Lachmann-Anke from Pixabay

Index

Matching
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Personalisation

• Personalised Information Retrieval (IR) systems rank items that 
match users’ interests higher in the search results

• Personalised IR uses user behaviour to build information 
regarding users’ interests
– Previously used queries
– Previously clicked results (implicit relevance feedback)

• This assumes that a document clicked by user is relevant to their query
– Users’ location
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Outline

• Background
• Search engine basics
• Examples of cultural bias

– Political bias
– Gender bias

• Group activity
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www.peakindicators.com 13

• Personalised search engines tailor 
content presentation based on our 
interests

• This results in ‘filter bubbles’ that 
amplify confirmation bias as it 
filters out alternative viewpoints

• Closely linked with political 
polarization

[Personalisation] moves 
us very quickly toward a 
world in which the 
internet is showing us 
what it thinks we want to 
see, but not necessarily 
what we need to see.

Eli Pariser, internet 
activist, 2011

“

In his TED Talk, Eli Pariser raises awareness of the negative effect of online filter bubbles

Problem: Filter bubbles
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https://www.bbc.co.uk/news/uk-politics-48091592

Political bias case study: 
2019 Local Elections in England
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“Stop Brexit”“Get on 
with it”

https://twitter.com/Peston/status/1124423976195887106

Media bias
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Now let’s add a news search engine
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M. A. Beam. “Automating the News: How Personalized News Recommender System Design Choices 
Impact News Reception“, Communication Research, 41(8):1019-1041, 2014.

The authors studied impact of personalized 
news recommender systems on users.

“Users more often choose news stories 
that align with their own preferences.”

“Personalised news systems usage had 
negative direct effect on knowledge gain.”

Effect of the filter bubble
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D. Spohr. “Fake news and ideological polarization. Filter bubbles and selective exposure on social media“, 
In Business Information Review, 34(3):150-160, 2017.

Personalization systems make 
things worse

Ideological polarization and 
information consumption are 

intertwined

Filter bubbles
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https://www.nytimes.com/interactive/2019/06/08/technology/youtube-radical.html

“Soon, he was pulled into a far-right universe, 
watching thousands of videos filled with conspiracy 

theories, misogyny and racism.”

The Making of a YouTube radical
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● Kay et al. (2015) studied Google image results depicting different occupations
○ E.g. “police officer”, “nurse”, “construction worker”, etc.

● They investigated 
whether the gender 
depicted in the 
images represent
the proportion of 
those in the real 
world
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Gender bias (1/3)
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● Kay et al. (2015) found that image search results slightly exaggerated gender 
stereotypes, compared to the US Bureau of Labor and Statistics data
○ Under-representations of images of women in a number of roles

■ e.g. 11% of images of CEO women compared to the real world (27%).
○ The minority gender (i.e., women) are represented less professionally

■ Provocative images of “female construction worker”
○ Roles such as “telemarketers” retrieved mostly images of women (although it’s 

50% men, and 50% women)
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Gender bias (2/3)



● Otterbacher et al. (2017) also analysed bias in image search results and 
found:
○ Query containing competence traits (e.g., “rational”, “intelligent”) retrieve 

more images of men
○ Query containing warmth and communality traits (e.g., “emotional”) 

retrieve more images of women
○ Backlash effect for women who have “competency” traits
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Gender bias (3/3)



● Change user perception of a particular aspect
○ Distribution of gender in a particular occupation (Kay et al., 2015)

● Inaccurate representations of people / groups of people
○ Female are represented as provocative/sexy subject more than men (Kay et al., 

2015)
○ Black men are often suggested to be criminals (Woodruff et al., 2018)

● Influence on decision making
○ Manipulate user understanding of an unknown topic (Novin & Meyers, 2017)
○ Influence undecided users in voting decisions (Epstein & Robertson, 2015; 

Kulshrestha et al., 2017)
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Impacts of bias



● Approach 1: A search engine should re-rank the results to reduce 
unfairness and bias and achieve the “ideal” results. 
● But, what is the “perfect” or “ideal” results?

○ Representative of those in the real world (Gao & Shah, 2020)
○ Representative of what the real world should look like
■ Balanced model (Kay et al., 2015): proportion of groups to be equal or 

closer to equal

● Approach 2: Ranking should stay the same but users should be 
informed if there is a certain bias in the results
○ Increasing transparency of search engine results (Snow, 2018) 
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Outline

• Background
• Search engine basics
• Examples of cultural bias

– Political bias
– Gender bias

• Group activity
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Group Activity

We will ask you to work in a group to reflect on your knowledge 
about bias:

- Pre-questionnaire (individual)
- Activity 1 (group): 10 minutes
- Activity 2 (group): 30 minutes
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Activity 1

Activity 1: 
• What types of information bias would be problematic in this 

situation (e.g., political bias, gender bias)?
– Please identify at least 5 types of bias

• Please rank each bias based on its impact to users
– I.e., bias that is the most important for a search engine to highlight 

should be rank the highest

“Imagine that you are using a news search engine to look 
for the topic: Covid-19”
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Activity 2

• You have identified a number of biases that users should be 
informed of when using a news search engine

• How should these biases be shown to the users?

• In the next activity, you are asked to work in a group to design 
a mock-up search engine to visualise this information

– Your mock-up should include different stages of the interactions
– You should add annotations on each stage to describe these 

interactions. I.e., what the user/system does, and the interaction 
between the user and the system
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coronavirus

Annotations - STAGE 1

A user enters their search keywords in the search box. 

For example, they might type “coronavirus” as a query as 
they were interested to see the latest news related to 
coronavirus.
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Activity 2: Example



Annotations - STAGE 2

Step 2 shows the results for news articles relevant to the 
query (“coronavirus”).

In each result, an icon is displayed to visualise the level 
of bias identified in the article.

If some bias is identified, the icon is shown in red.

If no bias is identified, the icon is shown in blue.

Users can click on the icon to see more information (see 
Stage 3).
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Activity 2: Example



Annotations - STAGE 3

When a user clicks on the red icon, a pop-up 
window will appear.

It describes the types of bias identified in the 
article and other relevant information.

Note: this is a very basic example.

How would *you* design 
your system to inform 

relevant biases to users?
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Activity 2: Example



Activity 2

Activity 2: “How should a search engine visualise these biases 
to users?”
• Please design a mock-up search engine to include this information 

in Google Slides
• Your mock-up should include different stages of the interactions
• You should add annotations on the slides to describe these 

interactions

33



• Thank you for your contribution in this seminar

• What’s next?
– We will run similar studies in other universities.
– We will create some prototypes of the bias intervention tools based 

on feedback provided by you and others.
– You will be invited to give feedback on these prototypes.

• If you have any questions about this study, please contact:
– Frank Hopfgartner (f.hopfgartner@sheffield.ac.uk)
– Monica Paramita (m.paramita@sheffield.ac.uk) 
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Evaluation of prototype
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